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ABSTRACT
Spatial hotspot discovery aims at discovering regions with statisti-

cally significant concentration of activities. It has shown great value

in many important societal applications such as transportation engi-

neering, public health, and public safety. This paper formulates the

problem of Linear Hotspot Detection on All Simple Paths (LHDA)

which identifies hotspots from the complete set of simple paths

enumerated from a given spatial network. LHDA overcomes the

limitations of existing methods which miss hotspots that naturally

occur along linear simple paths on a road network. To address the

computational challenges, we propose a novel algorithm named bi-

directional fragment-multi-graph traversal (ASP_FMGT) and two

path reduction approaches ASP_NR and ASP_HD. Experimental

analyses show that ASP_FMGT has substantially improved perfor-

mance over state-of-the-art approach (ASP_Base) while keeping the

solution complete and correct. Moreover, a case study on real-world

datasets showed that ASP_FMGT outperforms existing approaches.
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1 INTRODUCTION
Spatial hotspot discovery finds regions of interest which have statis-

tically significant concentration of activities (e.g., traffic accidents).

It has been applied in many societal applications including trans-

portation engineering, public health, and public safety over the

years. This paper studies the problem of Linear Hotspot Discovery

on All Simple Paths (LHDA) which identifies all the simple paths (i.e.

paths with no loops) in a given spatial network (e.g., road network)

that have statistically significant density of activities.
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Figure 1: (a) Pedestrians at risk on road [2]. (b) Queens Boule-
vard with new paved sidewalk and road separators [4].

ApplicationDomains: Improving infrastructure for pedestrian

safety is a critical task in transportation engineering. For example,

Figure 1(a) shows pedestrians at risk walking in a motor vehicle

lane since the sidewalk is covered by snow [2]. In contrast, as shown

in Figure 1(b), Queens Boulevard in New York City once called the

“Boulevard of Death”, has become dramatically safer because of

newly built dividers between pedestrians, bicycles, and motorcy-

cles [4]. LHDA provides an efficient data-driven approach to help

identify accident-prone routes (i.e., linear hotspots) in cities which

need urgent attention. In public health and epidemiology, LHDA

helps identify disease hotspots which are critical for disease pre-

vention, preparation and reduction [1]. Also, LHDA helps identify

streets prone to crimes to help deploy police force efficiently.

Challenges The computational challenges of LHDA come from

the following aspects. First, the size of studied spatial networks

can be very large. The number of hotspots can also be beyond

polynomial in the worst case since a complete graph containing

|N | nodes can generate N × |N |! distinct simple paths.

Related Work Traditionally, clustering algorithms (e.g., DB-

Scan [3]) are used for detecting regions with high activity concen-

tration. However, without a statistical significance test, they tend

to output false positive hotspots formed just by chance. False posi-

tives (e.g., false crime hotspots) are unacceptable in many societal

applications due to the potential severe consequences. To elimi-

nate the false positives, approaches with statistical significance test

have been developed to detect hotspots modeled in Euclidean space.

They discover hotspots in a collection of regular shapes such as

circle, ellipse [5], and rectangle [7]. For modeling activities along

roads, some recent works focus on spatial network models [10, 11].

Network iso-distance hotspot detection [11] discovers hotspots in

iso-distance sub-networks. Another approach, Linear Hotspot De-

tection on Shortest Paths (LHDSP) [10] discovers linear hotspots

as shortest paths given the trade off between solution complete-

ness and computational tractability. There are also, bottom-up ap-

proaches that consider flexible paths rather than shortest paths [6],

but these miss the hotspots that have overall high concentration

but sparse sub-paths.

https://doi.org/10.1145/3347146.3359100
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Figure 2: Illustration of LHDA (best in color)
Contribution This paper formulates the problem of Linear

Hotspot Discovery on All Simple Paths (LHDA) which detects novel

hotspot patterns which have not been studied before. It proposes a

novel prune-and-refine algorithm based on bi-directional fragment-

multi-graph traversal (ASP_FMGT) and two path reduction ap-

proaches ASP_NR and ASP_HD to overcome the computational

challenges. A case study on a real-world dataset shows that the pro-

posed approaches located linear hotspots with high accuracy and

discover patterns that were completely missed before. Experimen-

tal evaluations show the proposed approaches achieve substantial

improvement in scalability over the baseline approach.

Scope and Organization of This Paper Our focus is discrete
activity modeled as points. Modeling of other types of activities

such as trajectories is not considered. Also, a thorough analysis of

the underlying incentives of hotspots can only be done by domain

experts and fall outside the scope of this paper. Approaches based

on spatial statistics (e.g., Getis-Ord statistic) have been used exten-

sively, and comparative analysis with such methods [13] is also

beyond the scope of this paper. The rest of this paper is organized

as follows: Section 2 formulates the problem of LHDA. Section 3

proposes a baseline algorithm ASP_Base. Section 4 proposes novel

algorithms ASP_FMGT, ASP_NR, and ASP_HD. Section 5 presents

a case study on a real-world dataset. Section 6 discusses the experi-

mental evaluation of the proposed approaches. Section 7 concludes

the paper and previews future work.

2 PROBLEM STATEMENT
2.1 Basic Concepts

Definition 1. A spatial network G = (N ,E) consists of a node
set N and an edge set E, where each node n ∈ N is at 2-D location
n = (x ,y). Each edge e = (ni ,nj ) ∈ E connects nodes ni and nj .

Definition 2. A simple path p is a sequence of k nodes p =
(n1 . . .nk ) with no repeated nodes (i.e. no loops), and two consecutive
nodes ni and nj are connected by the edge between them (ni ,nj ).

Definition 3. An activity set A is a collection of activities, and
each activity a ∈ A is associated with an edge e ∈ E.

Definition 4. The activity coverage andweight of pathp: a(p)
andw(p) are the number of activities and weight of p, respectively.

Definition 5. The density of path p, λ(p) = a(p)
w (p) .

Lemma 1. Given a path p concatenated by k mutually exclusive
subpaths {psubi , i = 1 . . .k},min{λ(psubi )} ≤ λ(p) ≤ max{λ(psubi )}.

This lemma allows bounding the density of a path using the

information from its subpaths (Proof seen in full paper [12]).

Definition 6. An active edge is an edge e ∈ E that has at least
one activity. The end nodes of an active edge are active nodes.

2.2 Problem Statement
Given:

(1) A spatial network G = (N ,E) with a set of activities A, each
associated with an edge,

(2) A density threshold, θλ ,
(3) A p-value threshold, θv ,
(4) A number of Monte Carlo simulationsm.

Find: Simple paths p ∈ R where λ(p) ≥ θλ and p—value(p) ≤ θv
Objective: Computational efficiency

Constraints:
(1) Each p ∈ R is longer than or equal to a minimum weight

threshold θw ,

(2) Each p ∈ R starts and ends with active nodes,

(3) Results are correct and complete.

Using the example in Figure 2 as input, a density threshold θλ =
0.25, a p-value threshold θs = 0.05, a minimum weight threshold

θw = 5, Pathp = (A,C,H , I ,K ,M,L) is a linear hotspot with density
λ(p) = 0.28, p—value(p) = 0.03, and weightw(p) = 7.24.

3 ASP_BASE: BASELINE APPROACH
Step 1:ASP_Base enumerates all-simple-paths (ASPs) from the in-

put spatial network. It takes each active node as the root and recur-

sively traverses the network in a pre-order and depth-first manner.

In each step of the traversal, a simple path p starting at the root

node is enumerated and evaluated whether it is a hotspot candidate

(i.e. λ(p) ≥ θλ andw(p) ≥ θw ). By running this algorithm for every

active node at the root, we can find all the hotspot candidates in

the input network G.
Step 2: This step evaluates the statistical significance of each

candidate hotspot using Monte Carlo simulations. A hotspot can-

didate with a density lower than l out ofm highest densities from

simulations has a p-value of
l+1
m+1 . Hotspot candidates whose p-

values are less than or equal to the given p-value threshold (e.g.,

0.05) are deemed statistically significant hotspots.

4 ASP_FMGT: NOVEL APPROACH
A large portion of simple paths can be very sparse or even empty

in the real world. Based on this observation, we employ a novel

prune-and-refine algorithm which eliminates a large collection of

sparse paths for a small computational cost.

4.1 Building Fragment-multi-graph Trees
ASP_FMGT prunes the network by traversing an FMG-tree built

based on the partitioned network.

Network partitioning: At first, the input spatial network is

partitioned into evenly-sized two-dimensional rectangular grids.

The ASPs within each fragment are computed and the following

necessary information is stored: (1) maximum density from each

boundary node to all other nodes (λmax
ba (N )); (2) maximum density

between each pair of boundary nodes (λmax
bb (N1,N2)).

Building Fragment-multi-graph:The original spatial network
is now condensed to an abstract fragment-multi-graph (FMG)where

each FMG-node represents a fragment. An FMG is much smaller

in size than the original network and thus allows traversal and

pruning with substantially less cost.

Building Fragment-multi-graph trees: Now that we have

the FMG, we build Fragment-multi-graph trees (FMG-trees) which
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Figure 3: Example of network partitioning and fragment-
multi-graph (best in color)

cover the ASPs in the original network. Similar to ASP_Base but

applied on the FMG, an FMG-tree roots at an FMG-node and re-

cursively grows towards its neighbors. Note that the simple paths

covered in the FMG-trees are a superset of the actual ASPs, which

ensures completeness of the solution with no adverse effects on

correctness thanks to the refine phase at the end of the algorithm.

An illustrative example can be seen in Figure 3.

4.2 FMG-tree Pruning
Bottom-up traversal for information gathering: The pseudo-
code of the recursive bottom-up traversal is shown in Algorithm 1.

To start, each FMG-node considers the subpaths which pass through

it and then end within one of its child FMG-nodes. According to

Lemma 1, a “local” upper-bound density of this subpath λmax
local is

the maximum among the following three values: (1) the maximum

density between the inbound node to all outbound nodes λmax
within

(Line 3). This value is the maximum value of λmax
bb for the inbound

node pre-computed during network partitioning; (2) the maximum

density of the connecting edges λmax
edдe (Line 4); (3) and themaximum

density of the paths within a child FMG-node from the inbound

node λmax
child (Line 5). This is equal to λ

max
ba (Ninbound ) pre-computed

in network partitioning. Note that if the investigated FMG-node is

a leaf, then this value is 0 (Line 1-2). Now each FMG-node has a

“local” upper-bound density λmax
local (Line 6). In order to know the

maximum of these “local” densities among the subtrees rooted at

it λmax
subtree , each FMG-node recursively collects the “local” upper-

bounds from its children (Line 7). The bottom-up traversal uses this

upper-bound as well as the density of the paths already traversed

to make a final decision on whether a subtree should be pruned.

Top-down traversal for pruning: At each stop at an FMG-

node during the traversal, we decide whether we can prune the

subtree rooted at this FMG-node or need to continue the traversal

using the maximum value of the upper-bound densities of two

parts: (1) already visited paths and (2) unvisited paths. The first

part is the concatenation of a sequence of FMG-nodes and their

connecting edges. Thus, its upper-bound density can be determined

as the maximum density among the FMG-nodes and connecting

edges in this visited path. The second part is computed during the

Algorithm 1 Bottom-up traversal (recursive)

Input:
1) FMG-node N FMG

2) FMG-tree T FMG

1: if N FMG
is a leaf in T FMG then

2: return 0

3: λmax
within ← max{λmax

bb (Ninbound , Noutbound ) for N FMG }

4: λmax
edдe ← max{λconnect inдedдe } for N FMG

5: λmax
child ← λmax

ba (Ninbound ) for N FMG

6: λmax
local ← max{λmax

within, λ
max
edдe , λ

max
child }

7: λmax
subtree ← max{λmax

local , maxN FMG
child

bottom-up(N FMG
child , T

FMG )}

8: return λmax
subtree

(a) Input data

p-value = 0.01

(b) Result of SatScan

p-value = 0.01

Washington Ave

Excelsior Blvd

Lake streetMinnetonka Blvd

(c) Linear hotspots (p-value = 0.01)

p-value = 0.05

Washington Ave

Lake street

Excelsior Blvd

Franklin Ave
Minnetonka Blvd

42nd Ave 

France Ave

Lyndale Ave

Como Ave

Hennepin Ave

Minnehaha Ave

(d) Linear hotspots (p-value = 0.05)

Figure 4: Case study on traffic accidents inHennepinCounty,
Minneota [9]. (Best in color)

bottom-up phase (λmax
subtree ). Now, we can prune the entire FMG-

subtree rooted at an FMG-node being visited if the corresponding

upper-bound density is smaller than the density threshold θλ .

4.3 Refine phase
The refine phase applies ASP_base on the pruned FMG-trees. Lastly,

ASP_FMGT conducts Monte Carlo simulations for computing the

statistical significance of each hotspot candidates.

4.4 Path reduction
Non-repeated fragment path reduction (ASP_NR): This ap-

proach enforces that each fragment is passed only once in an FMG-

tree. It aims at eliminating the simple paths that repeatedly pass

through the same region (i.e., FMG-node) back-and-forth via differ-

ent boundary nodes.

Highest density paths in FMG-node path reduction
(ASP_HD): ASP_HD selects the only path that connects the in-

bound and outbound boundary nodes for a passed-by FMG-node

to retain representative simple paths that are concatenated by a se-

quence of sub-paths with the highest density in each corresponding

FMG-node. On the other hand, for root and leaf FMG-nodes which

have only either outbound or inbound bounary nodes, it picks the

path with the highest density starting from the boundary node.
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Figure 5: Experimental results under different parameters for ASP_Base and ASP_FMGT (y-axis in log scale)

5 CASE STUDY ON REAL-WORLD DATASET
We conducted a case study comparing the linear hotspots discovered

by the proposed path reduction approaches (i.e., ASP_NR+_ASP_HD)

to the result returned by SaTScan [5] on a real-world traffic accident

dataset which contained 1345 traffic accidents that occurred on ma-

jor roads in Hennepin County (shown in Figure 4(a)), Minnesota,

USA from 2010 to 2015 [9]. As shown in Figure 4(b), SatScan returns

only one significant hotspot (p-value = 0.01) covering most of the

metro area. This result does not provide useful information about

individual roads prone to high traffic accident rates. In contrast,

ASP_NR+_ASP_HD was able to locate the streets with statistically

significant high accident density. Figures 4(c) and 4(d) are the maps

of the linear hotspots longer than 500meters using 0.01 and 0.05 as

the p-value threshold, respectively. Previous studies [8] can validate

the detected roads, which for example, identify “Lake St” and “Lyn-

dale Ave” as streets whose intersections have the highest pedestrian

total number. We also detected some new accident hotspots (e.g.,

Como Ave) that were previously unknown to domain experts.

6 EXPERIMENTAL EVALUATION
Experimental Setup: Each experiment varied one of the four pa-

rameters, namely network size (default = 650 nodes), activity density

(default = 0.01), number of partitions (default = 50), and density

ratio (default = 1.0) while setting the rest to their default values.

The spatial networks used in the experiments were synthetic net-

works whose nodes were distributed following complete spatial

randomness and 95% of the nodes were 2-degree nodes, mimick-

ing real-world road networks. Monte Carlo simulations are not

included in the costs as they simply multiply the total cost by a

constant (e.g., 99). The algorithms were implemented in Java and

were executed on an Intel Core i7 2.5 GHz CPU and 32 GB RAM.

Experimental Results: Effect of network size (smaller networks):
As shown in Figure 5(a), ASP_FMGT was approximately 10

2
times

faster than ASP_Base at start and the speedup got larger and

reached 10
5
faster with 500 nodes. Effect of network size (larger

networks): Figure 5(b) shows that the costs increased near linearly

with the network size. In similar execution time (e.g, 10
5
seconds),

ASP_FMGT handled a network 4 times larger than ASP_Base did.

Effect of activity density: As shown in Figure 5(c), the cost first grew

slowly and then faster as the density was larger. The reason was

that the pruning rate remained very high at first and then dropped

as the density increased further. Effect of number of partitions: As
shown in Figure 5(d), the cost first increased since the increased

number of partitions led to larger FMG-trees and a larger cost in the

pruning phase. Effect of density threshold: Figure 5(e) shows that the
cost dropped dramatically at first and then decreased slowly. This

happened because the pruning rate significantly increased when

the density threshold increased from 0.25 to 0.5.

7 CONCLUSION AND FUTUREWORK
This paper investigated the problem of linear hotspot detection on

all simple paths (LHDA) that is important in many societal appli-

cations (e.g., transportation engineering, public health). To solve

this problem, we proposed ASP_FMGT based on bi-directional

fragment-multi-graph tree traversal and two path reduction ap-

proaches, ASP_NR and ASP_HD. Experiments demonstrated that

ASP_FMGT achieves substantial improvement in scalability com-

pared to the baseline ASP_Base without any loss of completeness

or correctness. A case study on a real-world dataset confirmed that

ASP_FMGT locate patterns with statistical significance and accu-

racy, and find previously missed statistically significant patterns.

In future, we plan to study other metrics beside density such as

density ratio and log likelihood ratio [5] in terms of computational

cost and result quality. We also plan to discover spatio-temporal

linear hotspots which may potentially reveal the life-cycle and mov-

ing trends of hotspots using the additional temporal information.
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